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O n June 29, 2023, the New York City Department of Consumer and Worker

Protection (DCWP) issued new guidance on the enforcement of the city’s law

regulating the use of automated employment decision tools (AEDTs) ahead of the July

5, 2023, effective date for final rules implementing the law.

Quick Hits

New York City released new guidance on the city’s new law regulating the use of

automated decision-making tools to make employment decisions.

Final rules implementing the law take effect on July 5, 2023.

The DCWP released a set of frequently asked questions (FAQs) to flesh out the

regulations implementing the city’s AEDT law, which regulates the use of automated

decision-making tools and artificial intelligence (AI) to make employment decisions.

The law, which technically took effect on January 1, 2023, requires that employers and

employment agencies ensure AEDTs have been subjected to bias audits prior to being

used. The law also provides specific notifications and disclosures to job candidates

about the use of such tools.

On April 6, 2023, New York City published final rules that explained the scope of

“machine learning, statistical modeling, data analytics, or artificial intelligence,”

standardized the bias audit standards required under the law, and clarified notice

requirements. Those final rules are set to take effect on July 5, 2023.

The DCWP’s new FAQs provide further clarification that employers and employment

agencies of which employers and employment agencies may want to be aware. Here

are some key points.

AEDTs Used ‘In The City’

According to the DCWP, the AEDT’s application to employers and employment

agencies that use such tools “in the city,” means:

the job is located in New York City, at least part time;

the job is fully remote but associated with an office located in New York City; or

the employment agency is located in New York City, or if not, then one of the

other criteria is true.
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The DCWP stated that if the law applies, then a bias audit must be completed before

use of an AEDT, and job candidates who are residents of New York City must be

notified that the employer or employment agency uses an AEDT.

Potential Disparate Impact

The DCWP explained that while the AEDT law requires employers and employment

agencies to conduct bias audits, the law does not “require any specific actions based on

the results of a bias audit.” However, FAQs note that employers and employment

agencies that use AEDTs could be subject to potential liability under federal, state, and

New York City laws prohibiting employment discrimination.

This explanation comes as federal enforcement agencies, including the U.S. Equal

Employment Opportunity Commission (EEOC), have been scrutinizing whether such

technology can lead to discriminatory results. Notably, the EEOC in May 2023 issued

new guidance that specifically highlighted that the use of such tools to make job

applicant or employee selection decisions could have a disparate impact on protected

groups.

Use of Historical Data in Bias Audits

According to the final rules implementing the AEDT law, multiple employers or

employment agencies may rely on the same bias audit conducted using historical data

of other employers or employment agencies as long as they had “provided their own

historical data from its own use of the AEDT to the independent auditor” or had never

used the AEDT.

The FAQs explain that there is “no specific requirement about the historical data used

for a bias audit” but that the “summary of the results of a bias audit must include the

source and explanation of the data used to conduct the bias audit.” The FAQs state that

the audit should explain “if the historical data was limited in any way, including to a

specific region or time period.”

Additionally, further clarifying the intended meaning of historical data, the FAQs also

specify that “[i]mputed or inferred data” cannot be used to conduct a bias audit.

Use of Test Data in Bias Audits

The FAQs specify that “DCWP has not set specific standards for statistical

significance,” and explain that “[i]f an independent auditor determines the historical

data is insufficient, test data may be used” and the “summary results of the bias audit

must explain why test data was used and include the source and description of the

data.”

The FAQs explain that to “allow for flexibility and development of best practices” the

DCWP “has not set requirements for test data.” Again, the FAQs state that summary

results should explain the source of the data and if test data is used, “should explain

how the data was sourced or developed.”

Vendor-Provided Bias Audits

The FAQs explain that a vendor may “have an independent auditor do a bias audit of its

tool” and that the law “does not prohibit a vendor from having a bias audit done or

coordinating the collection of data to use to conduct a bias audit.” While the FAQs are
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not clear whether an auditor is independent if they work for the vendor that develops

and distributes the AEDT, the FAQs note that employers and employment agencies

have ultimate responsibility for ensuring that the audit is done before using an AEDT.

Notice Requirements

The FAQs state that the notice requirement under the AEDT law technically only

applies to employees and applicants “who are residents of New York City.” Further, the

FAQs provide that “notice on a website does not have to be position-specific.”

Next Steps

Employers are increasingly relying on automated decision-making tools and AI

systems to make employment-related decisions, including hiring, screening job

candidates, or improving workplace efficiency. New York City is one of several

jurisdictions to place guardrails on the use of this emerging technology as federal

regulators, such as the EEOC, have further raised concerns that the tools could result

in discrimination against individuals with disabilities or other protected groups.

Employers and employment agencies in New York may want to consider reviewing

the extent to which they are already using such tools and whether such tools used or

planned to be used have been subjected to bias audits.

The New York office of Ogletree Deakins will continue to monitor developments and

will post updates on the Cybersecurity and Privacy, New York, and Technology

blogs.
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